IEGR 251: Probability and Statistics for Engineers |
M. Salimian

Assignment 4: Likelihood Function/Maximum Likelihood Estimator
Resource:

H. Pishro-Nik, "Introduction to probability, statistics, and random processes",
available at https://www.probabilitycourse.com, Kappa Research LLC, 2014.

Helpful Reminder: Often when working with maximum likelihood functions, out
of ease, we maximize the log-likelihood rather than the likelihood to find the
maximum likelihood estimator.

Question 1: (20 points)

Let X4, ..., Xa be a random sample from an Exponential(8) distribution. Suppose we
observed (xi, x2, X3, x4) = (2.35, 1.55, 3.25, 2.65). Find the likelihood function.
What is the best estimate for 0?

Solution: If X; ~ Exponential(0), then
fx.(z:0) = e b
Thus, for x; > 0, we can write

L(-’L'l s L2, T3, Ty 9) — ﬁ\flzxfy\f;;)(4 (-“ffl y L2, T3, T4, 9)

= fxa (215 0) fxa (225 0) fxy (w3: 0) fxa (243 0)

— 946—(11—%:?;‘2—!-37:;—!-374}9
Since we have observed (x1, xq, z3,x4) = (2.35,1.55,3.25,2.65), we have
L(2.35,1.55,3.25,2.65;6) = e %

To find the best estimate for 6 we need to differentiate the above function and
set it equal to zero.

dL B d(e4e—9.89)
e do

e~ 89 > 0 5o the only answer comes from (463 —9.8) = 0

— 4037980 _ 9 gp—986 — e—9.89(463 — 98) =0

(403 —-9.8)=0 - 463 =98 -0 = 3\/% = 1.348
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Question 2: (20 points)

Let X3, ..., Xa be a random sample from a Geometric(8) distribution. Suppose we
observed (x1, x2, X3, x4) = (2, 3, 3, 5). Find the likelihood function. What is the best
estimate for 67

Solution:

Since P(x) = p.(1 - p)* 1, then

The likelihood function is

Now if we plug in our data,
p-l(l . J”]I[2—-:—.’!--—.'!+:':,'I—-I _ P-I(l - l”)!J"

dL _d[p*(1—p)’]
dp dp

p*(1 —p)®[4(1—p)—9p] =0

=4p*(1-p)° - 9p*(1 —p)® =

PP=0>p=0

(1-PB=0>p=1

4(1-P)-9p=0->4-13p=0-> p =4/13=0.30

The first two answers are not acceptable so the best estimate is 0.30

Question 3: (30 points)

Let X4, ..., Xs be a random sample from a Poisson(0) distribution. Suppose we
observed (xi1, X2, X3, X4, x5) = (2, 3, 1, 4, 3). Find the likelihood function. What is the
best estimate for 6?

214
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Solution:

The likelihood function is

To obtain the MLE for A\, we first find the log-likelihood function

n n

In(zy,...,Tn;A) = —nA + In(A) Z.r,— — In(H.r,—!).

i=1 i=1

Now we take the derivative of this with respect to A and set it to 0.

d . o - Z;.:[-"i set
(,—/\lllL(.ll ...... 1,,.)\)——n+——/\—— =0

n =
Ko Zi:l Ly
n
= observed value of X.

Thus. the MLE can be written as

Then the best A = (2+3+1+4+3)/5 = 13/5
Question 4: (30 points)

Let X1, ..., Xa be a random sample from a N(0O, 6 2) distribution. Suppose we
observed (xi, x2, x3, x4) = (2.1, -1.3, 0.3, -0.5). Find the likelihood function. What is
the best estimate for 67?
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Solution:

The likelihood function is

; 2 |
L(z;0%) = fx(z:0%) = —¢ 1@,

V2ro
The log-likelihood function is

In L(z; 0%) = — In(27)% — Ing — ——.
nL(z;0°) n(27)z — Ino 552

To find the MLE for ¢ we differentiate In L(x; 0%) with respect to o and set it
equal to zero.

d 1 22
'—'l L=——' o
do < a+a~‘
1 -'1-.2 set “ 2 ~3 -
i ;=()—>0X‘=a -0 = |X]|.
o 1 R
952 InL = i 014 < 0 when ¢ = |z|.
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